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1.0 Introduction

The ITAM GIS Regional Support Centers (RSC) collect, develop, and maintain large amounts of GIS data, metadata, and supporting documents; thus, the RSCs need a central place in which to store, maintain, and manage this information.  The RSCs will maintain such a repository at each of their respective locations.  The repository will improve the efficiency of producing Fort X Special maps, performing spatial analysis, and developing and deploying interactive map technologies, as well as serve as an archive of both spatial and non-spatial information.  This document represents the ITAM GIS RSCs Repository standard operating procedures (SOP).  This SOP describes the use and technical implementation of the Repository.

2.0 Repository Components

To meet RSC requirements and serve the needs of the ITAM community, the centralized repository will have two broad components, a Relational Database Management System (RDBMS) with ESRI’s Spatial Data Engine (ArcSDE) and a supplemental Non-RDBMS repository hosted on a local server at each RSC.  The ArcSDE Repository will house all compatible spatial data.  The supplemental Non-RDBMS repository will store all other data and information not compatible with the ARCSDE environment.

3.0 Repository Roles and Responsibilities

The operation of the Repository involves many roles from policy to administration to data management.  Each role varies in responsibility and data access.  In addition, staff members may assume multiple roles within the Repository structure.

3.1. RSC Managers

The RSC Managers role within the Repository is that of general management oversight.  The RSC managers are responsible for ensuring the standard operating procedures of the Repository are developed and implemented.  

3.2. Repository Lead

Each RSC will have a Repository Lead.  This Lead will be responsible for ensuring the Repository in functioning and available.  This person will work closely with the Repository Technical Information Lead and RSC Manager to ensure that the repository is fully functioning for end users.

3.3. Repository Technical Operations Lead

Each RSC will have a Repository Technical Operations Lead.  This Lead is responsible for ArcSDE configuration and maintenance, coordinating Repository requirements with the Database Administrator, Repository replication, internal RSC technical support and logging replication status information into the RSC Tracker Database. 

3.4. Database Administrators

Each RSC will have a designated Database Administrator.  The RSC Database Administrator at each RSC is responsible for providing database support for the Repository Leads.  Duties of this role include adding users and creating their database profiles.

3.5. RSC GIS Analysts

The RSC GIS Analysts are responsible for the management of the repository data.  An assigned RSC GIS Analyst will manage each installation or additional data sets.  Duties include; adding data to the Repository, ensuring metadata for each data set has been completed and is included in the Repository, and managing data access rights to other RSC staff.
3.6. RSC GIS Technicians

For RSC GIS Technicians Repository access is restricted to data editing and access to support RSC tasks such as map production or analysis.  RSC GIS Technicians are not responsible for data management, but are expected to comply with established standard development procedures. 

4.0 Repository Functional Description

The functional description of the repository contains information pertaining to both the ArcSDE and Non-RDBMS repositories.  Both components are required to complete the repository. 

4.1. Non-RDBMS Repository Configuration

The Non-RDBMS repository will have the following configuration.  This includes any hardware and software requirements, as well as the type of information contained within the repository.

4.1.1. Technical Requirements

Non-RDBMS repository data will be stored on a network accessible disk drive.

4.1.1.1. Rights and Privileges

Each RSC staff member responsible for a particular directory within the Non-RDBMS repository and its corresponding data will have full rights and privileges to that data.  This includes the ability to read and write the contents.  All other staff will have the ability to read the data only.  

4.1.2. Repository Data

The Non-RDBMS repository will act as an online; and offline if needed, archive for final data that are directly related to RSC project tasks, but are not compatible with the ArcSDE environment.  These files are related to both full and partial support RSC sites.  The two main files types stored within this repository are mapping project files and graphic files.  

4.1.2.1. Project Files

The Non-RDBMS repository will contain project files relating to tasks completed under the RSC contract, and other ITAM related projects.  Examples of these files include, but are not limited to, ArcMap map document (.mxd), map configuration files (.axl), ArcMap/ArcPublisher published map format (.pmf), and ArcView 3.X project (.apr).

4.1.2.2. Graphic Files

The Non-RDBMS repository will contain several types of temporally represented data including layer (.lyr) files and graphic export files of maps, including but not limited to, portable document format (.pdf) export files.

4.1.2.3. RSC MAGIC 3.0/Internet Mapping

The Non-RDBMS repository will contain project and mapping files related to the RSC’s MAGIC application (see section 8.2.1), as well as any other files related to Internet mapping.

4.2. ArcSDE Repository Configuration

ArcSDE is a gateway that facilitates managing spatial data in a database management system. ArcSDE allows you to manage geographic information in one of four commercial databases: IBM DB2, IBM Informix, Microsoft SQL Server, and Oracle, as well as being able to serve ESRI's file-based data with ArcSDE for Coverages. ArcSDE serves spatial data to the ArcGIS Desktop (ArcView, ArcEditor, and ArcInfo) and through ArcIMS, as well as other applications and it is the key component in managing a multi-user spatial database.

The ArcSDE Repository will serve as a central place in which to store, maintain, and manage the RSCs full support installation spatial data.  As there are two RSCs, there are two full Repositories.  The Repositories will be considered duplicate, with responsibility for data collection, development, and maintenance relegated to the respective RSC for which an installation is assigned.  Regional data is generally project-driven and collection, development, and maintenance of such data will be the responsibility of the originating RSC. 

4.2.1. Technical Requirements

The Repository technical requirements include both computer software and hardware.  The core software required to operate and maintain the Repository includes RDBMS and ESRI ArcSDE. The ArcCatalog component of ArcGIS will be the primary data management tool.  Other software required is the RSC-developed ArcSDE Import/Export Tool, ArcSDE command line utilities and Perl.  This software tool will be utilized to facilitate the duplication of RSC repositories.   This use of this tool and its required software components are described in detail in the ArcSDE Import/Export Tool User’s Guide (UserGuide.pdf) and ArcSDE Import/Export Tool Install Guide (InstallGuide.pdf).   From a computer hardware perspective, the core requirement is a server capable of supporting RDBMS and ESRI's ArcSDE and adequate hard drive space.   

Each Repository will contain two Repository instances, one for each respective RSC region, for example 'ersc' and 'wrsc.'  The primary Repository instance will function as the production ArcSDE environment for the local RSC were data creation and manipulation will occur.  The second Repository instance, representing the sister RSC region, will be a read only storage facility designed for archive, redundancy, and other read only services such as the ArcIMS based application MAGIC (see section 8.2.1).

4.2.1.1. Repository Instance Configuration 
A Repository instance is defined as a single ArcSDE software installation communicating to its own relational database.  Each instance must be uniquely named creating a one-to-one relationship paring of SDE to the DBMS.  Repository instance functionality occurs by the ArcSDE software listening for incoming client software (i.e. ArcGIS) user connection requests.  Once the connection is established to a given ArcSDE software installation the communication is tunneled to its assigned database. 

4.2.2. Repository Data

The Repository will house all spatial datasets meeting requirements for RFMSS, Fort X Special, Visualization, and Installations 1-N data.  Data developed by the RSC will not be considered a part of the Repository until data development requirements are met (see section 7.0).

Other data considered as a part of the Repository will include such regional and national data sets determined as necessary for the operation of the RSC and as directed by the RSC Managers or the Government.  The data will consist of vector and raster spatial data and its associated metadata.  

4.2.2.1. Vector Data

The vector data model represents geographic features on or near the Earth’s surface.  Vector data is represented as points, lines, or polygons and expressed with a series of x and y coordinates.  The model can be expanded to include complex networks, topology, and feature relationships.
4.2.2.2. Raster Data

Repository raster data will include all RSC processed, enhanced, and manipulated raster spatial data.  Loaded raster data will possess calculated image statistics and pyramids to streamline metadata population and improve image-drawing characteristics.

Raster catalogs will be created for contiguous image blocks for data on an as needed basis and is preferred for viewing seamless data blocks.  Raster catalogs are created and stored outside of ArcSDE.  Such simulated data continuity will prevent the potential “expiration” a mosaic image would possess if original tiles were modified.

Raster mosaics are resource intensive to create and are a duplication of individual raster layers.  Therefore, mosaics should be limited to special requirements and if optimal drawing speed is of great importance.



4.2.3 
ITAM RSC Full Versus Partial Support Site Data

The RSC currently has two levels of support: full and partial.  Full support sites (those sites without an on-site GIS operator) receive the highest level of support including GIS data development, GIS analysis and output, web services, spatial data standards, and training.  Partial support sites (those sites with an on-site GIS operator), receive GIS technical support only.  In some cases, when separate funding is provided, the RSC will store spatial data relating to partial supported sites within the ArcSDE Repository.  Until the RSCs are specifically tasked by the Government to manipulate data received from partial support ITAM sites under the DAMO-TRS data call memo, the RSCs will not perform quality control or quality assurance data alterations. 

5.0 Repository Data Organization

The organization of the Repository includes the physical structure of how information is stored.  The structure includes Non-RDBMS workspace organization and ArcSDE tablespace arrangement.

5.1. Non-RDBMS Repository

The Non-RDBMS repository will serve both full and partial Support RSC sites, as well as any other ITAM related military projects.

5.1.1. Installation Level

The information stored in the local repository will be organized by MACOM, then by state or regional grouping, then by military installation (if applicable), then by project.  For example,
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5.2. ArcSDE Repository 

The spatial data in the Repository will be organized by installation.  For each installation’s data set, there will be a unique Oracle user and associated tablespace.  In a RDBMS, a tablespace is a logical group of data files in a database.  In a database, a tablespace plays a role similar to that of a folder on the hard drive of a computer.  

The files in a tablespace usually share similar characteristics.  Each tablespace might contain only one data file, or thousands of files, or anything in between. Tablespaces can be created, deleted, and merged, just as can the folders on the hard drive of a computer.

Using tablespaces in the ArcSDE repository will enable easy access control and flexible disk storage utilization.  All data contained in each tablespace will be stored in the UTM, WGS84, and spatial reference with the appropriate zone number.  

5.2.1. Installation Level Data

For each full support RSC installation, there will be a corresponding ArcSDE tablespace (see Appendix A for current RSC tablespaces).  In some cases, additional installation tablespaces will be created to support other ITAM related projects and data.

5.2.2. Non-Contiguous Installations and Regional Data Sets

In some cases, creating a singular tablespace per supported installation is not practical.  When necessary, non-contiguous installation data will be grouped into one or more user/tablespace combinations.  Several examples of non-contiguous installation tablespaces are presented below.

5.2.2.1. USARHAW

The United States Army Hawaii (USARHAW) entity contains seven installations on two different Hawaiian Islands and in two different UTM zones.  In addition, island and state wide spatial data is required in the Repository.  USARHAW data will be stored in one of nine tablespaces: Oahu, Dillingham, Makua, SchofieldEast, SchofieldWest, Kahuku, Kawailoa, Hawaii, and PTA.  All spatial data contained in the seven Oahu related tablespaces will be stored in UTM 4N WGS84 meters.  All spatial data contained in the two big islands of Hawaii tablespaces will be stored in UTM 5N WGS84 meters.

5.2.2.2. EUSA  

EUSA data will be placed in one of five ArcSDE table spaces: EUSA_General, EUSA_Area_I, EUSA_Area_II, EUSA_Area_III, or EUSA_Area_IV.  EUSA_General will serve as the country level data repository.  Military features will be located in the appropriate EUSA_Area table space.  All spatial data contained in the five EUSA table spaces will be in UTM 52N WGS84 meters.

5.2.2.3. USMC Related Sites

In 2003, the RSCs were contracted to collect spatial data for ten United States Marine Corp sites relating to future implementations of Range Facilities Management System Support (RFMSS) software.  All data collected is edited to meet RSC standards and will be stored in the ArcSDE Repository.  A tablespace will be created for each Marine Corp installation.  In some cases, one site contains several non-contiguous installations, and additional tablespaces will be created.  All data will be stored in the UTM projection, WGS84 datum. 

5.2.3. Global Level Data

Projects often require access to national or global level data sets.  All global level data will be housed within one tablespace named “gatlas” and stored in the Geographic, decimal degrees spatial reference.  The tablespace contains baselayer data that will support the Repository and includes data such as political boundaries, transportation networks, and land use/land cover information.  In addition, the tablespace will only contain data that is to be shared between Regional Support Centers.  Any additional data that is purchased outside the RSC contract will not be included. 

6.0 Repository Data Access

6.1 Connection Definitions
For the purpose of this document, three connection definitions apply; 

internal, external, and secure.  

6.1.1. 
Internal

Internal connections are defined as in-house RSC network connections to the repository database servers.


6.1.2.
External

External connections are defined as those made from outside of the RSC managed network structure.

6.1.3. Secure

A secure connection is defined as a connection from either an internal or external network location however the data channel to the Repository is protected by encryption.  Encryption prevents the transmitted data and its associated connection information from being read until it has been decoded by either the repository service provider or the requesting client.  Standard encryption techniques utilize a 128-bit cipher to encode data before transition and after data reception.  All ESRI products and RSC password protected websites utilize encrypted passwords; however ArcGIS products cannot natively utilize encrypted data communication.

6.2. Direct Access

 The RSC Repository currently supports three connection methods:   

 direct, indirect, and web for map data services.  Each method has its  

 strengths and weaknesses and when properly positioned in an Enterprise 

 GIS can be highly effective.

6.2.1  Direct Internal Connections with ArcGIS tools

Internal Repository connections can utilize all connection methods as these clients are provided network connectivity on the RSC protected network where the Repository resides.  ESRI tools are limited to plain text data transfers and do not provide a secure encryption method and therefore are restricted to internal networks only.  While the data itself may not necessitate high levels of protection it is important to note that the connection establishment handshake is exposed and can yield a great deal of information about the internal RSC network structure.  This exposed plain text information could be used as information about potential weaknesses in server software or operating systems for elicit data acquisition.

It is possible to use ArcGIS products to directly assess the ArcIMS web services however this feature has been disabled to provide only encrypted data access to web portals as this feature is necessary outside of the protected RSC network.  We are currently working with ESRI to incorporate native communicate via a secured data connection in future product releases.

6.3. Indirect Access

No direct access to entities outside of the RSC to the Repository database will be permitted.  The Government will determine who will be   granted permission to access the data.  Data access will be granted by indirect methods such as SSH (security via encryption) tunneling or interactive web mapping.

Indirect connections are used to overcome ESRI’s encryption limitation.    SSH tunneling utilizes standard encryption techniques and will provide external RSC Repository connectivity.  SSH tunneling allows all connection traffic to be encrypted and protected against potential network eavesdroppers.  This technique will require each external client to first connect an SSH client application to the RSC SSH service access point.  Once the secure login has been authenticated by the access point, the ArcGIS software can have full and secure feature use of RSC Repository.

6.4. Web Access

Both internal and external Repository connections can be made with the RSC’s MAGIC web portal: http://magic3.cemml.colostate.edu (see section 8.2.1).  MAGIC implements standard encryption with the Apache web server software to encode all transmitted data and its associated connection establishment handshake.  While this method does not allow for the sophistication that ArcGIS would provide a GIS analyst it does yield similar data access controls that ArcExplorer and ArcReader have.

6.5. Additional RSC Security Measures

6.5.1. Firewall perimeter protection

The RSC implements firewalls to provide additional network security.  Firewalls however are not designed as a method of protecting services that are intended to be exposed and utilized outside of a protected network.  Firewalls can only add a layer of protection from external access to services that are intended for internal use only.

6.5.2 Apache web server software

The RSC’s web portal utilizes encryption with the Apache web server software.  By utilizing the MAGIC web portal connections must first be made with the web server before data requests are passed to the Repository data servers.  By removing direct access to data services a layer of protection is added as a first line of defense against unauthorized external users.

6.5.3. SSH Server Access Point

Indirect connections are first established with a network isolated SSH server. Once the incoming connections have been authenticated data can be requested from the data servers.  By removing direct access to the Repository’s server all data connections can be validated against the SSH server as a first line of defense.

7.0 Repository Data Management

To properly manage repository data, certain requirements must be applied to both the ArcSDE and Non-RDBMS repository.

7.1. Non-RDBMS Repository

Data contained within the Repository must follow certain technical and management standards.  Those standards are defined below.

7.1.1. Data Requirements

The two required standards for managing the Non-RDBMS repository focus on metadata creation and ArcMap documentation.

7.1.1.1. Metadata/Documentation

All directory levels within the Non–RDBMS repository will have a .xml metadata file.  The metadata will include information such as project description, completion dates, and point of contact.  ArcCatalog will serve as the tool for creating and managing the metadata.  

7.1.1.2. ArcMap Map Document (.mxd) Requirements

All spatial data referenced in final ArcMap projects must be stored within the ArcSDE repository.  Data will not be retrieved from locations on the local network or PC computer.  This will ensure that all archive project files are accessible at any time by any person.   An exception to this requirement is the inclusion of layer (.lyr) files in an ArcMap project.  Layer files are not an acceptable ArcSDE data format and should be located within the final structure of the Non-RDBMS repository (see section 5.1.1.). 

In addition, all graphic export files created from ArcMap projects must be stored within the Non-RDBMS repository.


7.2.1. Rights and Privileges

Each RSC staff member responsible for a particular project or RSC supported site will have full rights and privileges to that information.  This includes full read and write access to that particular directory’s contents.  All other staff will have the ability to read the data only.  

7.2. ArcSDE Repository

Data contained within the ArcSDE repository must follow certain technical and management standards.  Those standards are defined below.

7.2.1. Data Requirements

The two required standards for managing the Non-RDBMS repository focus on metadata creation and Spatial Data Standards implementation.

7.2.1.1. Spatial Data Standards (SDS)

When practical and possible, the data stored in the Repository will be SDSFIE-compliant.  It is required to maintain the latest version of the SDS (Version 2.3) which is available for downloading or via a compact disk from the CADD/GIS Technology Center website at tsc.wes.army.mil.  

SDS Naming Compliancy

Although SDS does not require a standard naming convention for compliancy, all data developed to meet RSC contract requirements and housed in the ArcSDE repository must follow the Feature Class Name naming convention as presented within the SDS Browser (i.e. soil_unit_map_area).  The eight character naming convention will no longer be used.  All current and future data development must follow this protocol.  All pre-existing data will be modified to meet this requirement pending approval from the government.  

All spatial data that is developed solely for the purpose of cartographic display will be named “carto_xxx_xxx”.   All data layer names will begin with a “carto_” and follow with the appropriate SDS Entity Set.  For example, use “carto_cadastre_installationarea” for an installation boundary data set that has been slightly adjusted for mapping purposes only.  The metadata citation title will describe this distinction.

All spatial data that is not included in the current SDS will be named with “misc_xxx_xxx”.  All data layer names will begin with a “misc_” and follow with the applicable SDS Entity Set, and then text describing the data.  For example, a Fort X Specials mapping extent does not currently exist in SDS.  This extent is defined as the required area of coverage for all vector and raster data and does not related to cartographic specific data.  To compensate, the data will be named “misc_common_mapextent”.  Using this naming protocol will allow a user to group and sort repository contents that are not currently SDS compliant.  The metadata citation title will describe this distinction.

If duplicate data layers exist of the same feature type, those data must be named with the Feature Class Name followed by a sequential number.  For example, an installation might have two roads data layers, roads inside and roads outside the installation boundary.  These layers are of different scale and cannot be combined into one data layer.  These data will be named “road_centerline” and “road_centerline2”.  Sorting alphabetically will allow a user to see that two separate data layers exist.  Those data ending without a numeric ending will be the prominent data set.  The metadata citation title will describe the different data layers.

If duplicate data layers exist of different feature types, those data must be named with the appropriate feature type to differentiate the data.  Within SDS, if a feature data set name ends in a “_site”, the data can be represented by either point or polygon features.  For example, building data features can be represented as either points or polygons.  When naming the data, follow the SDS naming convention, drop the “_site” and replace it with the appropriate feature ending ( “_point” or “_area”); for example; buildings general would be named structure_existing_point and structure _existing_area.

If SDS only accounts for one feature type (i.e. point, line, 

or polygon) and the user has two data sets that reflect two feature types, use the same feature class name and extend the name with the appropriate feature type.  For example, SDS states that the range controller feature only exists as a point.  The user has the data represented in both points and polygons.  The data would be named “range_controller_point” and “range_controller_area”.  Do not end the data name with “_site” or “poly”.

Currently raster data is not accounted for within SDS.  All raster data will be named beginning with the prominent raster type and end with the actual file name.  The following conventions will apply to all raster data names:

drg_

= Digital raster graphic

doq_  

= Digital ortho quad

doqq_

= Digital ortho quarter quad

cir_

= Color infrared imagery

landsat_
= Landsat imagery

ikonos_ 
= Ikonos imagery

spot_

= SPOT imagery

quickbird_
= Quickbird imagery

dem_

= Digital elevation model

hillshade_
= Hillshade

ifsar_

= Ifsar imagery

lidar_

= Lidar imagery

ap_

= General aerial photograph

SDS Tabular Compliancy

To accommodate the current RSC task order, the RSCs will follow the basic level of SDS tabular compliancy.  This level is defined as requiring that all SDS defined attributes are added to the feature attribute table.  User-defined attributes cannot be added to the table, but can be linked.  In the future, the RSCs may be tasked to follow the experienced level compliancy. This level is more lenient and allows the user to add only the needed SDS attributes, as well as add user-defined attributes; however, the initial phase of defining what attributes are required for each data layer pertinent to the ITAM community is time consuming and current RSC tasking does not account for such an effort.  

In some cases, current SDS table structure does not meet RSC requirements.  The Government has defined two data sets whose current table structure does not follow SDS, and has been modified to meet specific ITAM community needs.  First, the government deemed that current SDS domain values for road centerline data do not meet ITAM requirements.  SDS maintains road types (or category_d) are limited by definition as only primary, secondary, and tertiary.  The RSC enhanced the domain list by adding two more domain values: interstate and unimproved, for a total of five possible domain values.

Second, the current SDS table structure for range related data does not meet ITAM requirements.  As deemed by the Government, the required attribute fields for the data’s table are:

 ITEM NAME       
 WIDTH 
OUTPUT  
TYPE 
N.DEC  

 RANGE_NAME  
50   
50     

C     
-                              

 RANGE_ST_1    
10    
10     

C     
-                        

 UM1                    
6    
 6     

C     
-                        

 UM1_AREA       
8    
19    

F      
3                       

 UM2                    
6    
6     

C     
-                        

 UM2_CAPACI    
4    
10    

B     
-                        

 FCC_CODE_1   
4    
10    

B      
-                        

 FCC_CODE_2   
4   
10     

B      
-                        

 FCC_CODE_3   
4   
10     

B      
-                        

 FCC_DESC_1   
80    
80     

C     
-                        

 FCC_DESC_2   
80    
80     

C      
-                        

 FCC_DESC_3     80    
80    

C      
-         

As with any SDS implementation, not every data set and accompanying table will fit perfectly into the required structure.  Under these circumstances, the RSC will make every effort to meet compliancy and adjust some requirements to meet contract needs.  In depth communication both internally within the RSC and between the CADD/GIS Technology Center and the RSC is required for consistency.                
7.2.1.2. FGDC Metadata

All data housed within the ArcSDE repository will have fully compliant FGDC metadata stored internally with each spatial data set.  ArcCatalog will serve as the RSC’s main tool for creating and managing the metadata.

7.2.2. Data Upload

ArcCatalog will serve as the RSC’s main tool for uploading vector and raster data into the ArcSDE repository.

7.2.2.1. Connect to ArcSDE Tablespace Through ArcCatalog

Each RSC GIS staff member responsible for managing an individual tablespace should connect to an ArcSDE tablespace with their system/Oracle credentials (i.e. username and private password).  This will require each staff member in charge of an individual installation to grant permissions to other users as needed.  

In addition, each tablespace will have a password that is only known by the primary RSC GIS staff member and the RSC managers.   

7.2.2.2. Loading Data through ArcCatalog

All vector and raster data will be loaded into the ArcSDE repository using the import tool in ArcCatalog.

Loaded raster data will possess calculated image statistics and pyramids to streamline metadata population and improve image-drawing characteristics.  When loading raster data, the nearest neighbor resampling method should be used for nominal data or raster datasets with colormaps such as land use data, scanned maps, and pseudocolor images.  The bilinear or cubic method should be used for continuous data such as satellite imagery or aerial photography.

7.2.3. Data Editing

When practical and possible all spatial data will be edited directly from the ArcSDE repository within the ArcGIS environment using versioning procedures.  

7.2.3.1. Rights and Privileges

Each RSC staff member responsible for a particular ArcSDE tablespace and its corresponding spatial data will have full rights and privileges to that data.  This includes the ability to select, update, insert, and delete tablespace contents.  All other staff will have the ability to select the data only.  

In some cases, additional access may need to be granted to other staff such as GIS Technicians to complete editing tasks.  This additional access will depend on a particular task and will be executed on a case-by-case basis.  Once the task at hand is completed, it is the primary staff member’s responsibility to return all privileges to their original status.

Any other contractor staff, including non-RSC employees, working on ITAM related projects would be allowed select access to the ArcSDE repository.

7.2.3.2. Versioning

With ArcInfo 8.X, multiple users can access geographic data in a geodatabase through versioning. Versioning lets users simultaneously create multiple, persistent representations of the database without data replication. Users can edit the same features or rows without explicitly applying locks to prohibit other users from modifying the same data.
Primarily, versioning will simplify the editing process. Multiple users can directly modify the database without having to extract data or lock features and rows before editing. If, by chance, the same features are modified, a conflict resolution dialog box guides the user through the process of determining the feature's correct representation and attributes.

Direct editing within the ArcSDE repository without using versioning is discouraged due to potential implications with live applications such as MAGIC (see section 8.2.1).  Versioning procedures must be used within the ArcSDE repository to avoid any data access conflicts.

7.2.3.3. Exceptions to Direct Editing within the ArcSDE 

Repository

In some cases, editing outside the ArcSDE environment using ArcInfo Workstation is preferred.  Examples of these cases are: 

1. Adding Z values to grids (this cannot be done in ArcGIS) 2. Splining arcs (this cannot be done in ArcGIS) 
3. Creating an arc coverage from a polygon coverage (i.e.  cartographic boundary arcs to display installation, training area, and sub training area boundaries) 
4. Reprojecting datasets in unique datums (i.e. Tokyo) where a projection file allows the user to control the parameters, rather than trusting one of the 5+ methods ArcGIS offers to reproject from Tokyo Datum to WGS84 without documentation to explain how the different methods work.

7.2.4. On-going Data Maintenance

To contribute to the on-going data life cycle, all data housed within the Repository must be maintained to ensure data is current.  This process entails metadata updates to reflect any table changes and new processing steps. 

7.2.5. East-West RSC Data Archive Protocol

Once Repository duplicates are received and uploaded at each RSC, data will remain as-is and will not be manipulated in any way as this will ensure data integrity.

8.0 Repository Data Utilization

8.1. Fort X Specials Maps

The ITAM RSC task order requires the production of Installation Specials for full Support ITAM sites.  These maps are produced using a set of standardized mapping tools and symbol sets.  In addition, all data used in the creation of the maps are taken directly from the ArcSDE repository.  The completion of this task depends upon the completeness and readiness of the ArcSDE repository.  Once the Installation Specials are complete, all supporting map documentation such as portable document format (.pdf) graphic exports and published map format (.pmf) maps are stored within the Non-RDBMS repository.

8.2. ITAM GI&S Website

8.2.1. ArcIMS (i.e. MAGIC)

The primary web-based application served through ArcIMS is the Military Applications GIS Interface Computer (MAGIC).  MAGIC3.0 is a password-protected web-based application that includes standard installation maps available through a web browser.

8.2.2. Map Access

All Fort X Specials Maps will be published in the Map Gallery and Interactive Mapper sections of the ITAM Geographic Information and Services (GI&S) web site.  The maps are available in published map format (.pmf) and portable document format (.pdf).  These formats provide simple printing and viewing opportunities for the entire ITAM community.

8.3. Other ITAM Project Support

In addition to ITAM RSC contract support, staff members may participate in other Government approved ITAM projects, such as the U.S. Army Hawaii’s Biological Assessment.  These project contracts often result in new spatial and non-spatial information that requires archiving for current and future access.  Utilizing both the ArcSDE and Non-RDBMS repositories to manage and archive such information allow staff to manage these projects at the same standard as the RSC.    

9.0 ArcSDE Repository Duplication, Synchronization, and Archiving

To ensure both Repositories are complete duplicates, it is necessary to perform periodic ERSC/WRSC Repository duplication.  Procedures for the data exchange, its frequency, transfer media, extraction and importation tool to be utilized, QA/QC verification, and process reporting have been developed.  These standard operating procedures are intended to reduce potential errors and stand as a reference guide and operational framework to the synchronization process.

9.1. Frequency and Exchange Phase Schedule

The RSC Repository Leads will be responsible for monthly incremental Repository data exchange and full dataset exchanges on a quarterly basis between the ERSC and WRSC.  

9.1.1 Monthly Data Exchange 

Each exchange phase will consist of one monthly data set upload from the each RSC and one download from the local RSC Repository and its delivery on the specified media.  Each upload/download and exchange process will take place within the first 5 business days of each month. The monthly extraction will consist of only spatial data and its corresponding metadata that has been revised since the last monthly incremental database dump.  Incremental dumps of only revised data will reduce database processing overhead and the volume of data necessary to complete the exchange.

9.1.2 Quarterly Data Exchange

Quarterly exchanges will take place at the completion of each quarter.  The quarterly exchange of full data sets will also aid in reducing downtime in the event of catastrophic system failure.  All East-West database dumps will be kept indefinitely as a long term archive and serve as a full data set “snap shot in time.”  

9.2. Transfer Media

CDROM and DVD media will be used to conduct the physical exchange of data to the other RSC at intervals outlined in the determined exchange schedule.

9.3. Tools

The ArcSDE Import/Export Tool, developed by the CALIBRE ITAM Team during the previous operation of RSCs will be utilized to facilitate the transfer of data between East-West RSC Repositories.  This tool will be the database interface and automation mechanism for all data extraction and importation.  With the use of the ArcSDE Import/Export Tool, data files will be extracted on a per installation basis and will consist of all raster, vector, and metadata available for the given installation.  

Details on the use and installation of the ArcSDE Import/Export Tool can be found in these documents:  ArcSDE Import/Export Tool User’s Guide and ArcSDE Import/Export Tool Install Guide

9.4. Export Log

When the Repository transfer is complete, the record transfer status will be recorded in the “SDE Exports” form found in the RSC Tracker application.  The information recorded includes date export received, date of import, support center creating the export, task leader, any issues encountered with export, and data edits received.  This report will be included in the RSC’s Monthly Status Report.

9.5. Internal ArcSDE Repository Archive Protocol

Each ArcSDE tablespace’s contents will be archived quarterly (see Appendix D for the archive timeline).  The archive process will involve exporting all individual tablespace vector contents into a personal geodatabase and all raster contents into a related directory.  All exported vector and raster data will be written to CD or DVD depending on size.  Two copies of each data set will be made.  One set will be housed within the RSC and the second will be housed at a different off-site location.

When the export is complete, each staff member will record the export status in the “RSC Full Support Exports to Personal GDB” form in the RSC Tracker application.  The information recorded includes date of export, installation, task leader and notes.  

9.6. Internal Non-RDBMS Repository Archive

A full backup of Non-SDE repository data will be occur at the end of each work week.  The backup will be archived onto removable DLT or other appropriate tape media.  Incremental backups of data will occur at the end of each business day to capture daily changes with the exception of Friday's when the weekly full backup starts. 

10.0 Quality Assessment/Quality Control (QA/QC)

10.1. 
Data Organization



The Repository Lead will review the structure of both the ArcSDE and 

Non-RDBMS repository quarterly.  The Lead will ensure that the Non-RDBMS repository is organized according to stated requirements and that each directory level has current metadata.  In addition, the Lead will review all current ArcSDE tablespaces, make suggestions for changes if necessary, and report any discrepancies.

10.2. Data Access



The Repository Technical Operations Lead will continually review data 

access configurations for the Repository.   This will include coordinating with the Database Administrator and Repository Lead for any internal and external connection issues that may impede access to Repository data.

10.3. Data Management



All RSC GIS Analysts must adhere to the data management 



requirements stated in this document.  RSC contract reporting from 



ArcSDE metadata queries and monthly/quarterly status reports provide 

each Analyst with a current status of Repository data.  If problems or discrepancies arise as a result of this reporting, it is the Analysts responsibility to correct the issue.

10.4. Utilization

It is the responsibility of each RSC GIS Analyst to ensure that all Non-RDBMS repository data relating to Fort X Specials Map development is 

archived properly.  Each Analyst must record the completion of the map in the RSC Tracker, Map Composition form.

For the utilization of the Repository for additional ITAM related projects, it is the responsibility of each individual RSC GIS Analyst to comply with Repository requirements and ensure that all standards are being met.  

10.5. Duplication

The Repository Technical Operation Leads will provide a report of each database synchronization phase to the RSC Managers, once the database synchronization efforts are completed.  The Database Synchronization Reports will include the status of the last database synchronization, the installation data tables handled during each synchronization process, and the ArcSDE Import/Export Tool log generated during the synchronization process.

Appendix A
FY03 RSC Full Support Installations

And

ArcSDE Tablespace Assignments

	Installation
	State
	ArcSDE Tablespace
	RSC

	Camp Ashland
	NE
	ASHLAND 
	West

	Camel Tracks Training Site
	NM
	CAMELTRACKS
	West

	Central Oregon Training Site
	OR
	COTS
	West

	EUSA General
	KOR
	EUSAGENERAL
	West

	Camp Dodge
	IA
	DODGE
	West

	Florence Military Reservation
	AZ
	FLORENCE 
	West

	Camp Grafton Training Site - North
	ND
	GRAFTON_N
	West

	Camp Grafton Training Site -  South
	ND
	GRAFTON_S
	West

	Camp Gruber
	OK
	GRUBER
	West

	Fort Harrison 
	MT
	HARRISON 
	West

	Camp Hastings 
	NE
	HASTINGS 
	West

	Fort Huachuca 
	AZ
	HUACHUCA
	West

	Kansas Regional Training Center 
	KS
	KRTI
	West

	Limestone Hills Training Area
	MT
	LIMESTONE
	West

	Camp Navajo 
	AZ
	NAVAJO
	West

	Camp Parks
	CA
	PARKS
	West

	Camp Rodriguez 
	KOR
	RODRIGUEZ
	West

	Roswell Training Site
	NM
	ROSWELL 
	West

	Camp Rilea 
	OR
	RILEA
	West

	Stead Training Site
	NV
	STEAD
	West

	Camp Wismer Training Site
	WI
	WISMER
	West

	Camp Guernsey
	WY
	GUERNSEY 
	West

	 
	 
	 
	 

	BG Thomas Baker (Aaron Strauss)
	MD
	AARONSTRAUSS
	East

	Camp Butner 
	NC
	BUTNER
	East

	Camp Clark 
	MO
	CLARK 
	East

	Camp Crowder 
	MO
	CROWDER
	East

	Camp Dawson 
	WV
	DAWSON 
	East

	Camp McCain 
	MS
	MCCAIN
	East

	Camp McClellan (Pellham Range) 
	AL 
	MCCLELLAN
	East

	Camp Minden 
	LA
	MINDEN 
	East

	Camp Santiago 
	PR
	SANTIAGO 
	East

	Camp Smith 
	NY
	SMITH
	East

	Camp Wappapello 
	MO
	WAPPAPELLO
	East

	Caswell Loring
	ME
	CASWELLLORING
	East

	Catoosa Area Training Center 
	TN
	CATOOSA
	East

	Devens RFTA
	MA
	DEVENS
	East

	Ethan Allen Firing Range 
	VT
	ETHANALLEN
	East

	Fort Custer 
	MI
	CUSTER
	East

	Fort Dix 
	NJ
	DIX
	East

	Fort Lee 
	VA
	LEE
	East

	Fort Macon 
	MO
	MACON 
	East

	LTA Aschaffenberg
	GER
	ASCHAFFENBERG
	East

	LTA Boeblingen
	GER
	BOEBLINGEN
	East

	LTA Lampertheim
	GER
	LAMPERTHEIM
	East

	Marseilles Training Area
	IL
	MARSEILLES 
	East

	Milan Volunteer Training Center 
	TN
	MILAN 
	East

	Ravenna Training and Logistics Site
	OH
	RAVENNA 
	East

	Riley Bog – Brook Training Area
	ME
	RILEY
	East

	Stones Ranch Military Reservation
	CT
	STONESRANCH
	East

	Tullahoma 
	TN
	TULLAHOMA 
	East

	Wendell Ford Regional Training Center 
	KY
	WENDELLFORD
	East
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